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Abstract 

 
Precipitation prediction during flood season has been a key task of climate prediction for a 
long time. This type of prediction is linked with the national economy and people's livelihood, 
and is also one of the difficult problems in climatology. At present, there are some precipitation 
forecast models for the flood season, but there are also some deviations from these models, 
which makes it difficult to forecast accurately. In this paper, based on the measured 
precipitation data from the flood season from 1993 to 2019 and the precipitation return data of 
CWRF, ANN cycle modeling and a weighted integration method is used to correct the CWRF 
used in today’s operational systems. The MAE and TCC of the precipitation forecast in the 
flood season are used to check the prediction performance of the proposed algorithm model. 
The results demonstrate a good correction effect for the proposed algorithm. In particular, the 
MAE error of the new algorithm is reduced by about 50%, while the time correlation TCC is 
improved by about 40%. Therefore, both the generalization of the correction results and the 
prediction performance are improved. 
 
 
Keywords: Precipitation prediction, machine learning, precipitation anomaly, mean 
absolute error (MAE), time correlation coefficient (TCC) 
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1. Introduction 

The goal of climate prediction is to infer possible trends in climate development over a 
certain future period based on how the climate has evolved in the past. In recent years, the 
potential role for climate prediction in disaster prevention and mitigation has been increasingly 
recognized, and the demand for such prediction is growing in a range of fields, along with the 
need for socio-economic development. Improvements in the study of climate prediction are 
accordingly urgent [1-3]. Global climate models (GCMs) are the most useful tools for studying 
precipitation assessment and predicting future precipitation trends, as they reflect the 
characteristics and distribution of regional precipitation. However, a gap still exists between 
the simulation results and the observed precipitation. Compared with GCMs, RCMs have 
higher accuracy in terms of simulating precipitation [4]; however, due to the level of boundary 
conditions on the side of GCMs, it is necessary to apply objective revisions of RCM 
predictions in order to develop region-specific interpretation application products and thereby 
improve forecasting accuracy [5-7]. 

Precipitation revision is an effective method of improving model prediction. The concept 
of precipitation revision was first proposed because some model data for predicting 
precipitation in flood seasons already exists in current operations; however, these data are also 
impacted by certain deviations. It is therefore hoped that revision can decrease the error and 
improve the accuracy and performance of precipitation forecasting [8-10]. Through the 
development of meteorological studies, artificial intelligence and data mining research, the use 
of intelligent computing and data mining techniques for precipitation revision in regional areas 
has come to provide new and effective methods for improving the quality and prediction 
accuracy of existing precipitation forecasts, and has therefore become a hot research topic. 
Zhou Lin et al. proposed applying the probabilistic adjustment method to revise the regional 
climate model system in order to simulate the national daily precipitation across all seasons, 
thereby significantly improving the simulation of the mean and extreme precipitation in China 
[11]. Li Chunhui et al. used the concept of multiscale spatiotemporal projection (MSTP) to 
establish a prediction method for monthly and seasonal precipitation in the Guangdong region. 
Periodic decomposition was performed via EOF decomposition, wavelet analysis and the 
Lanczos filtering method, while prediction was performed using the MSTP method [12]. Wu 
Qishu et al. used the optimal TS score revision method (OTS) and the optimal ETS score 
revision method (OETS) to determine the forecast day precipitation revision coefficients at all 
levels [13]. Lu Xinyu et al. used the 1998–2013 TRMM monthly precipitation products and 
ground-observed precipitation from 105 meteorological stations in Xinjiang during the same 
period; these authors further applied stepwise regression and BP neural network methods to 
select the 1998–2010 data necessary for building a revised precipitation model in Xinjiang, 
which was tested using the 2011–2013 monthly precipitation. Based on the stepwise regression 
model and BP, the revised TRMM precipitation products of the neural network model are able 
to accurately and quantitatively reproduce the precipitation distribution, thereby providing a 
more practical reference method for improving the quality of TRMM precipitation products 
[14]. Lu Yao used ensemble systems for precipitation prediction; these systems can take the 
complex mechanisms in the precipitation prediction process into account and are thus 
increasingly used in current practical forecasting operations [15]. Kamal et al. used machine 
learning algorithms to achieve integrated multi-model prediction of precipitation and 
temperature [16]. Chen et al. predicted extreme precipitation using the K-means clustering 
algorithm [17]. Gregory et al. applied three different statistical algorithms to predict localized 
extreme precipitation throughout the Continuous United States (CONUS), using the Random 
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Forest (RF) training model for precipitation prediction [18]. Chen Jinpeng et al. proposed the 
time-by-time precipitation forecast revision method based on Convolutional Neural Network. 
and it has a significant effect on reducing the underreporting rate of classified precipitation 
forecasts and the nulling rate of clear-rain and weak precipitation forecasts [19]. Dong 
Xiaoyun et al. used daily rainfall data simulated by CWRF model and observed at 2416 
meteorological stations in China from June to August during 1980 一2015 are used to 
compare correcting effects of Q-lin, Q-tri, RQ -lin, RQ- tri, SSP-lin and CDFt on extreme 
precipitation of control scheme simulated by CWRF in eastern China [20]. 

In general, the current forecasting of climate precipitation is based primarily on 
meteorological models. As artificial intelligence technology has developed, new related 
studies have emerged that combine these two methods to improve prediction accuracy. 

In this paper, machine learning is combined with precipitation in flood season revision to 
investigate new precipitation in flood season revision algorithms that can potentially improve 
the core operational capabilities in flood precipitation forecasting. This research is conducted 
against the background of the revision of precipitation in flood season forecast data obtained 
from the National Climate Center of China Meteorological Administration (CMA), which is 
generally performs poorly in terms of flood precipitation forecast performance. This paper 
presents a precipitation correction model integrated with artificial neural networks, which are 
modeled via ANN cycle and then integrated by means of weighted accumulation. The validity 
of the algorithm is experimentally verified, after which the algorithm is applied to the related 
business of climate forecasting. 

The remainder of this paper is structured as follows. The second part of the work explains 
ANN in detail, along with the theory and basic concept of integrated learning. The third part 
introduces the organization of the integrated ANN algorithm, while the fourth part outlines the 
experimental data, methods and results. Finally, in the fifth part, the conclusions drawn from 
the experimental results are presented. 

2. Related algorithmic models 

2.1 Artificial Neural Networks 
Artificial Neural Network (ANN) systems are connected by a large number of neurons with 
adjustable connection weights. These systems are characterized by massively parallel 
processing, distributed information storage, and good self-organizing and self-learning 
capabilities [21]. An artificial neural network is a model that simulates the biological nervous 
system and that can theoretically estimate arbitrary nonlinear functions. Artificial neural 
networks can be used for long-term precipitation forecasting without needing to know the 
mechanism of precipitation [22]. BP neural networks are used a lot now. BP (Back Propagation) 
algorithm, also known as the error back-propagation algorithm, is a supervised learning 
algorithm in artificial neural networks. The basic structure consists of nonlinearly varying units 
with a strong nonlinear mapping capability. The principle behind this algorithm is that the 
network sends a series of inputs to the implicit layer through connection weighting, after which 
the neurons in the implicit layer aggregate all inputs to produce a nonlinear output through the 
activation function, which is then sent to the output layer through the next connection 
weighting. The neurons in the output layer subsequently sum up all the inputs and produce an 
output in response.  
 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 15, NO. 5, May 2021                  1693  

2.1.1 Neuron model 
Neurons are individual units that are connected to each other, each of which has numerical 
inputs and outputs that can take the form of real numbers or linear combinatorial functions. 
First, the network structure has to learn with a guideline before it can work properly. When the 
network makes a judgment error, it is made possible by learning to avoid the same error. This 
method has strong generalization ability and nonlinear mapping ability, and can model the 
system using minimal information. Neural networks can be used for classification, clustering, 
prediction and so on. Neural networks also need to have a certain amount of historical data; 
through the training of this historical data, the network can learn the hidden knowledge 
contained in the data. The first step is to find the features of some problems, along with the 
consistent relevant data, and use these data to train the neural network. 

The artificial neuron model can be expressed as follows: 
 

1

n

i ij j
j

net w x θ
=

= −∑    (1) 

 ( )i iy f net=     (2) 

where
0 1 2[ , , , ..., ]nX x x x x= ,

0

1

.

i

i

in

w
w

W

w

 
 
 =
 
 
 

.
inet XW= , ( ) ( )i iy f net f XW= =  

 
 

(3) 
 

yi

X1

X2

Xn

Wi1

Wi2

Win
Wi0=θ 

SUM

X0=-1

...
F(*)

 
Fig. 1. Neuron model 

 
In Fig. 1, 1 ~ nX X   denote the input signals from other neurons, 1 ~i inW W   are the 

weights of the incoming signals, and θ  represents a bias, which is set to achieve an accurate 
output and is an important model parameter. The input signals integrated by the neuron and 
the bias are summed up to produce the final processing signal of the current neuron net. The 
activation signal serves as the input to the function (*)f in the right half of the circle in the 
figure above, ( )f net . f is also referred to as the activation function or excitation function; 
the activation function is mainly added to the non-linear function in order to avoid problems 
with the expression and classification ability of linear model. In the above figure, y  is the 
output of the current neuron. 
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2.1.2 Neural Network Model 
Neural networks are composed of a large number of neurons that are interconnected with 
each other. The output of the network varies depending on the connection method, weight 
value and excitation function of the network. 

The neural network model can be expressed as follows: 

Input layer Hidden layer Output layer
 

Fig. 2. Artificial neural network structure 

In Fig. 2, for the input layer, each neuron corresponds to a variable feature, while the 
neuron is equivalent to a container that contains numbers; for the output layer, the regression 
problem is one neuron, while the classification problems are multiple neurons; for the 
parameters, all parameters in the network are the weights and biases of the hidden layer 
neurons. 

2.1.3 BP neural network and its improvement 

The hidden layer units in the BP network are located between the input and output layers. 
These units have no direct connection with the outside world, but changes in their state can 
affect the relationship between the input and output, and each layer can have several nodes. 
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Fig. 3. Three-layer BP neural network 
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The basic BP algorithm consists of two processes: forward propagation of the signal and 
backward propagation of the error. The calculation error output direction moves from input to 
output, while the adjustment weights and bias direction moves from output to input. In forward 
propagation, the input signal acts on the output node through the hidden layer and produces 
the output signal through nonlinear transformation. If the actual output is not consistent with 
the expected output, it turns into an error back-propagation process. The error back-
propagation is the layer-by-layer back-propagation of the output error through the implied 
layer to the input layer; here, the error is assigned to all cells in each layer to adjust the weights 
of each cell with the error signal obtained from each layer. By adjusting the connection strength 
between the input node and the hidden layer node, as well as the connection strength and bias 
between the hidden layer node and the output node, the error is decreased along the gradient 
direction. Following repeated learning and training, the network parameters corresponding to 
the minimum error (weights and bias) are determined, and the training will stop. The specific 
process of the algorithm is as follows: 

Initializati
on

Add input and output 
expectations

Compute the output of the 
hidden and output layers

Adjust the connection weights of the 
hidden layer and the output layer

Change the training 
sample

Number of 
iterations+1

Terminate 
the training 

sample?

Terminate 
the 

iteration?

YES

NO

NO

 

Fig. 4. BP neural network training flow chart 
 

In BP neural network training, the process mainly uses the original dataset for the training 
of the BP neural network; this eventually forms a specific neural network with a prediction 
function, and saves the neural network after the training is completed. When considering the 
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improvement of the BP neural network, the main parameters affecting the performance of BP 
neural networks are as follows: the number of nodes in the hidden layer, the choice of 
activation function and the choice of learning rate. The fewer neurons there are in the hidden 
layer, the worse the BP neural network simulation; moreover, a higher number of neurons in 
the hidden layer results in a better simulation, although it also makes the training slower. In 
this paper, the number of hidden layer nodes is improved based on the neural network 
according to the following empirical formula: 

 
 N X+  (4) 

   
Here, N represents the number of sample features, while the range of values is between 

one and ten. We first determine the number of hidden layer nodes according to the step-by-
step experiment method. This involves setting an initial value, then gradually increasing the 
number on the basis of this value, comparing the prediction performance of each network, and 
selecting the number of nodes with the best performance as the number of hidden layer neuron 
nodes. The following conditions must be met when determining the number of hidden layer 
nodes: first, the number of nodes in the hidden layer must be less than N-1 (where N is the 
number of training samples), and if not, the systematic error of the network model is deemed 
independent of the characteristics of the training samples and tends towards zero, meaning that 
the established network model has no generalization ability and no practical value. Second, 
the number of training samples must exceed the number of connection weights in the network 
model. otherwise, the samples must be divided into several parts and use the "Rotation 
training" method to obtain a reliable neural network model. 

In the BP algorithm, the weights and bias are adjusted once for each training iteration. If 
the number of nodes in the hidden layer is too small, the network may not be able to train, or 
the network performance will be poor. Moreover, if the number of nodes in the hidden layer is 
too large, the systematic error of the network can be reduced; however, on the one hand, the 
training time of the networks is prolonged, and on the other hand, it is easy for the training to 
fall into local minima and not reach the optimal point, which is also the inherent reason for 
"overfitting" during training. 

Therefore, an equitable number of hidden layer nodes should be determined by node 
deletion and expansion methods, with comprehensive consideration given to the complexity 
of the network structure and error size. 

 

2.2 Bagging 
In the shallow regression model, overfitting is the key factor that determines the quality of the 
model, while the integration model can effectively avoid overfitting by combining shallow 
regression models. Bagging method is a typical ensemble learning method. 

The schematic diagram of Bagging is as follows:  
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Fig. 5. The schematic diagram of Bagging 

 
In Fig. 5, the Bagging input is as follows: sample set

1 1 2 2{( , ), ( , ), ..., ( , )}m mD x y x y x y= , number 
of weak learners, iteration times T ; output: final strong learner ( )f x . 

Bagging features "random sampling". In this approach, M samples are randomly selected 
and collected T times to obtain the sampling set. For a sample, in a random sampling of m  

samples, the probability of each sample being collected is 1
m

 

The probability of not being collected in m samples is as follows: 
 1(Not a single one has been collected)=(1- )mP

m
  

(5) 
Taking the maximum value for m yields: 
 1 1lim(1 ) 0.368m

m m e→∞
− → ≈  

 
(6) 

This means that about 36.8% of the training set is not collected in each random sampling 
round of Bagging. This 36.8% of data that were not sampled are referred to as "out-of-bag 
data". While these data do not participate in the fitting of the training set model, they could be 
used as a test dataset to test the model’s generalization ability. 

3. Revised precipitation model with integrated artificial neural network 

3.1 Basic concept of the algorithm 
The basic concept behind the algorithm proposed in this paper involves using CWRF model 
return and actual observation data as model training data. According to the similarity of 
climates in neighboring regions and interdecadal influence, precipitation-related 
meteorological elements are selected for data organization as the input data of the algorithm 
model. This paper use ANN as the base model for it can be used for long-term precipitation 
forecasting without needing to know the mechanism of precipitation. Besides, due to the 
shallow regression model’s tendency towards overfitting and similarities in climate over two 
to six years due to the decadal influence, a single shallow regression model cannot fully use 
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the data. So, the ANN algorithm model that this paper use is built circularly, and the prediction 
results of different algorithm models are weighted and integrated. In this way, a better 
ensemble model is obtained than that of the single shallow neural network. 

3.2 ANN Cycle Modeling 
Due to the shallow regression model’s tendency towards overfitting, as well as similarities in 
climate over a period of two to six years due to the decadal influence, a single shallow 
regression model cannot make full use of the data. 

In this paper, ANN cycle modeling is selected, and the specific process of modeling is N-
year modeling: the first N years of recorded data organization are the input, while N+1 years 
are the output. The algorithm model under different algorithm parameters is used to predict 
precipitation during the recorded years. For the second year, N+1 years of recorded data 
organization are the input, and N+2 years are the output, using the algorithm model under 
different algorithmic parameters to predict precipitation during the recorded years. Following 
this rule, each model will produce a prediction result for the flood season of the recorded year 
under different algorithm parameters, and multiple prediction results are obtained for the flood 
season of the recorded year under different algorithm parameters. The prediction results of the 
multiple algorithm models are then integrated to obtain the final precipitation correction results. 

Considering the interdecadal influence, the climate exhibits similarity over the last two 
to six years [23]. This paper uses data from the last 2-6 of the year to be predicted to conduct 
data organization modeling prediction experiments; the results show that the revised results 
over the last three years are better than the previous years. 

3.3 Weighted integration 
As a result of the above, through cyclic modeling, each forecasting model forecasts the flood 
season for the recorded years under different algorithmic parameters, so that there are multiple 
different forecasting results for the flood season for the recorded years under different 
algorithmic parameters. In the shallow regression model, overfitting is the key factor that 
determines the quality of the model, while the integration model can effectively avoid 
overfitting by combining shallow regression models. Therefore, this paper opts to use the 
integration method. There are two main types of integration methods, namely averaging and 
voting approaches; since this paper studies the numerical class output, the averaging method 
is used. In this paper, the prediction performance of recorded years is considered, and weighted 
average similarity is adopted to assess the similarity between the CWRF model returns of 
recorded years. The formula is as follows: 
 

1
( ) ( )T

i ii
H x w h x

=
=∑  (7) 

Here, iw  is the weight of the individual learner ih . 
The idea of weighted average similarity in this paper can be expressed as follows. In order 

to obtain the flood forecasts in a recorded year, the similarity between the CWRF model 
returns in the years of record and those in the years of the output of different algorithm models 
is calculated, after which the weights are assigned according to the similarity between the two. 
Finally, the flood forecasts in the years of record for each algorithm model are accumulated 
according to the weights, and the flood forecasts in the years of record calculated by the 
integrated method are obtained.  
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3.4 Algorithm description 
The specific algorithm can be described as follows: 

 

4. Experimental results and analysis 

4.1 Data sources 
This paper will utilize the actual observed flood precipitation data from ground stations for the 
years 1993–2019 and the regional climate model CWRF historical return flood precipitation 
data to train the algorithm model. The precipitation return data were obtained from the 1993-
2019 flood precipitation return data provided by the CWRF, a regional climate model of the 
National Climate Center (NCC) of the China Meteorological Administration. 

The data parameters are presented in Tables 1 and 2. 
 

Table 1. Actual observation data parameters 
Parameter explain 

time year:1993-2019; month:6-8 
Longitude range 58.3979E-161.6021E 
Latitude range 8.3653N-58.7461N 

precipitation Mainly around 0-16mm/h 

Number of checkpoints 231*171 
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Table 2. CWRF model data parameters 
Parameter explain 

time year:1993-2019; month:6-8 
Longitude range 58.3979E-161.6021E 
Latitude range 8.3653N-58.7461N 

precipitation unit: mm/h, scope:0-217.9202, Mainly around 0-
16mm/h 

model type pattern 01 
Number of checkpoints 231*171 

 

4.2 Data preprocessing and organization 
In the first step, the precipitation data for the flood season are preprocessed. In order to realize 
the randomness of the precipitation forecast and avoid the chronological mean precipitation 
value influencing the forecast, departure is commonly used in meteorological forecasting; thus, 
this paper also chooses departure. In this paper, the forecast rainfall is compared with the 
average rainfall over many years, while the predicted rainfall is the value minus the average 
rainfall of the same period. This approach is generally used for medium- and long-term 
forecasting and can be used as a reference for flood and drought control: 
 Dpt Pre AvgPre= −  (8) 

here, Pre  represents the precipitation at a certain place in a certain year, month and 
month, while AvgPre  denotes the average of the precipitation at a given location over the 
years recorded to that point. Dpt   represents the precipitation averaged over distance. If 

0Dpt > , then this is a positive anomaly, and annual precipitation is greater than the cumulative 
average precipitation. If 0Dpt < , then this is a negative anomaly, and the cumulative average 
precipitation is greater than the annual precipitation. 

Next, it is necessary to organize a data format that is suitable for ANN algorithm model 
training. We will first consider the way in which the data is organized, First, for data selection, 
two major types of data are used in this paper: CWRF model return data and actual observation 
data. Moreover, this paper adopts two methods to establish the data revised model: the first is 
to use only the CWRF mode return data as the input of the algorithm model, while the actual 
observation data is the output; the second is to use a combination of CWRF mode data and 
actual observation data as input and the actual observation data as output. We analyze and 
compare the revised performance of predicted precipitation for two types of input modeling, 
then conduct feature extraction. First, based on the similarity of the neighboring regional 
climate, this paper divides the area around the point into a small area of size *M M , such 
that each grid point has *M M  feature data. Second, based on the interdecadal effect in the 
meteorological domain, this paper uses close to N years of data as similar features for each 
grid point as the modeling input, while the output data is the latter year data. Finally, this paper 
preprocesses and organizes the data by utilizing the above data organization methods. 

This paper then revises the precipitation data in flood season forecast results based on 
2132 grid points in the JAC region (YHRB). The above-mentioned data organization methods 
are used to construct data. In addition, for the features, each grid point in this paper only has 
CWRF data reported along with actual observed data in a specific region at a specific time. 

http://dict.cnki.net/dict_result.aspx?scw=%e8%b7%9d%e5%b9%b3&tjType=sentence&style=&t=anomaly
http://dict.cnki.net/dict_result.aspx?scw=%e8%b7%9d%e5%b9%b3&tjType=sentence&style=&t=anomaly
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this paper uses close to N years of data as similar features for each grid point as modeling 
input, while the output data is the latter year data. If only CWRF model return data is used as 
input, there are * 9N   input signals for each grid point; moreover, if the combination of 
CWRF model data and actual observation data is used as input, there are * 9*2+9N  input 
signals for each grid point, containing both CWRF model data and actual observations for the 
previous N years and CWRF model data for (N+1) years. 

4.3 Model parameter selection 
In the BP algorithm, the weights and bias are adjusted once for each training iteration. If the 
number of nodes in the hidden layer is too small, it may not be possible to train the network, 
or its performance may be poor. Moreover, if the number of nodes in the hidden layer is too 
large, the systematic error of the network can be reduced, but this will prolong the network 
training time. Therefore, the reasonable number of hidden layer nodes should be determined 
by considering the network structure complexity and the error size. Common methods include 
the node deletion method and extension method [24]. According to the node deletion and 
expansion methods, three types of node numbers (15, 25, and 35) are used to compare the 
effects of different numbers of hidden layer nodes on precipitation forecast data revisions. 

4.4 Precipitation prediction evaluation index 
In the field of machine learning, the mean absolute error (MAE) is a commonly used metric; 
in the field of climate prediction, the time correlation coefficient (TCC) is also commonly used. 
Therefore, in this paper, the prediction performance of precipitation prediction data is also 
evaluated using two evaluation metrics, namely the mean absolute error (MAE) and the time 
correlation coefficient (TCC), to evaluate the developed machine learning model.  
 

1

1MAE | |
N

i i
i

pre obs
N =

= −∑  (9) 

In this situation, ipre  is the model return or precipitation data model prediction for the 
sample point i , while iobs  is the actual observed precipitation data for sample point i; 
moreover, N is the number of sample points in the region that actually participate in the 
assessment. 

We next calculate the distance correlation coefficient using the percentage of 
precipitation distance, which is expressed by the following formula: 
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(10) 

Where fR∆   and fR∆   denote the predicted value of precipitation departure (or 

average temperature departure) and its multi-year average value. Moreover, 0R∆  and 0R∆
denote the corresponding observed value, while N refers to the total number of grid points that 
actually participate in the assessment. 

4.5 Results and analysis 
Through the above-mentioned studies, this paper presents an improved artificial neural 
network based on the "01" pattern precipitation forecast data produced by the CWRF for the 
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last three years. In order to realize the revision of operational precipitation forecasting in the 
national region, this section uses the CWRF model data and actual observed flood season 
precipitation data from 1993 to 2019 in the national regional operational network, then 
preprocesses these precipitation data and revises them by using an improved ANN algorithm, 
and then compares and analyzes the performance of the new algorithm in terms of forecast 
MAE error and forecast time-dependent TCC. After selecting the regional climate model 
CWRF simulation model 01 flood precipitation data for revision, our experimental comparison 
found that the revised results of the flood precipitation modeled by the ANN algorithm for the 
last three years of data organization are superior to the simulation results of the CWRF model. 

4.5.1 MAE comparison of revised results 
There are seven types of fold lines on the MAE chart, as follows: MAE changes of model 
results case and actual observed value (obs); changes in MAE between the revised results 
modeled using only the model results case and the actual observed value (obs) under the 
corresponding parameters; the change in MAE between the corrected results of the model built 
with both types of data and the actual observed value (obs). 

The "01" pattern experimental results are as follows (MAE of the integrated artificial 
neural network national regional projections for 1996–2019): 
 

 
Fig. 6. MAE of the improved ANN for June forecast data revision results 
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Fig. 7. MAE of the improved ANN for July forecast data revision results 

 

 
Fig. 8. MAE of the improved ANN for August forecast data revision results 
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The following can be seen from Fig. 6, Fig. 7 and Fig. 8: 
First of all, the MAE range for CWRF mode is 1.4-2mm/h, while the MAE range for the 

revised results based on machine learning is 0.5-1mm/h. The MAE between the two is thus 
reduced by about 1mm/h. Accordingly, the algorithm model proposed in this paper 
successfully revises the national regional flood precipitation forecast data, and the algorithm 
thus exhibits some forecasting performance. Next, the CWRF "01" pattern return data based 
on ANN did not exhibit a large overall fluctuation in the revised results for the months of June, 
July and August (the national regional watershed flood season), with levels essentially 
maintained at around 0.4mm/h; therefore, the ANN revision results in the "01" pattern are 
more stable. Finally, the ANN algorithm exhibits a small fluctuation between the revised 
results for different model inputs and different numbers of nodes, which remains within 
0.2mm/h. In this paper, we experimented with the three nodes 15 25 35, which have less effect 
on the results. It indicates that the stability of the neural network is good. Therefore, there is 
no substantial difference between the revised ANN results for different inputs and different 
numbers of nodes, and the prediction performance is equivalent. 

4.5.2 TCC comparison of revised results 

We here present the TCC comparison of revised results from regional forecast data in China. 
There are three pictures presented in the TCC diagram for comparison: TCC changes of model 
results case and actual observed value (obs); changes in TCC between the revised results 
modeled using only the model results case and the actual observed value (obs) under the 
corresponding parameters; change in TCC between the corrected results of the model built 
with both types of data and the actual observed value (obs). 

The "01" pattern experimental results are as follows: TCC of the integrated artificial 
neural network national regional projections for 1996–2019. 

 
Fig. 9. TCC picture of the improved ANN for last three years forecast data revision results 

 
As can be seen from the figure: first, the TCC range for CWRF mode is 0–0.3, while the 

TCC range for this paper's algorithm is 0.2–0.6, the difference between the two is 0.1. Thus, 
the correction effect of the algorithm model presented in this paper is substantial. However, the 
algorithm proposed in this paper has some shortcomings in modelling precipitation in a completely 
uniform manner for the national model, which makes it difficult to address regional differences. 
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5. Conclusion 
Previous domestic and foreign studies have utilized a range of precipitation prediction methods, 
such as SSA, ARIMA, etc. In this paper, the neural network is modeled by looping and 
weighting into a composite model. The performance of the improved algorithm is then 
evaluated in terms of the mean absolute error (MAE), and time correlation coefficient (TCC). 

The results show that the algorithm presented in this paper is effective for revising the 
precipitation forecast data for the whole of China. The MAE error of the new algorithm is 
decreased by about 50%, while TCC is improved by about 40%. It can thus be concluded that 
the proposed algorithm achieves good prediction performance. However, the algorithm 
proposed in this paper has some shortcomings in modelling precipitation in a completely 
uniform manner for the national model, which makes it difficult to address regional differences. 
Perhaps, can be improving prediction performance by Zoning Revision. 
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